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Abstract. This paper describes our service robot Tinker of Tsinghua
University, China, including the hardware design and software system.
Tinker is designed to be an autonomous robot in home environment,
capable of navigating in complicated environment and finishing different
tasks, mainly following the rules of @home League of World RoboCup
2014. This paper introduces both the mechanical design of the robot and
the algorithms we have proposed and implemented.

1 Introduction

Tinker is developed by FuRoC (Future Robotics Club), which is a student group
in Tsinghua University focusing on robotics, AI and related areas. It is our first
participation in the @home League of World RoboCup. Tinker is designed to
be an autonomous humanoid robot mainly for home service. To complete home
service tasks, abilities such as automatic navigation, environment perception,
interaction with human, recognizing and carrying small objects, etc, are required.
Tinker is equipped with a mobile chassis, a lift platform, a 6-DoF arm, and
different kinds of sensors. Depth cameras (primesense and Microsoft Kinect)
are used for imaging and recognizing environment, objects and different user. A
laser scanners is used for sensing the surroundings and navigation. Tinker is also
equipped with a microphone for hearing and understanding voice orders.

In the next section, we will give a detail description of the mechanical design
of Tinker. The software architecture and algorithms will be introduced in Section
3.

2 Mechanical design

As we have mentioned before, to complete most of home serving tasks, our robot
consists of three major parts: chassis based on omnidirectional wheel, Ball screw
Actuator and robot arm including hand. Tinker is about 130cm height. The
image of Tinker is shown in Fig.1.

2.1 Chassis

Tinker can move in any direction easily owing to the chassis. The chassis con-
sists of 4 separated omnidirectional wheel systems, each of which consists of a
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Fig. 1. Tinker

omnidirectional wheel, a brushless DC motor (50W24V), a reducer and a brush-
less DC motor driver (ZM-6508). The PC sends control message to the MCU
STM32F407VG to command the chassis to move as planed via serial port. The
chassis has a size of 550mm*550mm*160mm (see Fig.2(a)).

2.2 Robot arm and hand

The robot arm (see Fig.2(b)) is the most major part of the mobile robot, used
to grasp objects. The arm (hand) consists of a 4-axis cascade robot arm and a
2-axis robot hand. The 4-axis arm consists of 3 bent joints and a rotate joint;
the 2-axis hand consists of a rotate joint which controls the posture and a joint
which achieves grasping objects. We use MX-106R and MX-64R (Robotis series)
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as the steering engines. The maximum length of the arm is about 500mm and it
can grasp a 500g object at maximum length, which is enough in most situations.

2.3 Ball screw Actuator

The bottom of the robot arm is fixed on the Ball screw Actuator so that the arm
can be raised or lowered freely, quickly and smoothly. The lift platform enables
the robot to manipulate objects of various height. Besides, it provides more work
space (see Fig.2(c)).

(a) chassis

(b) arm (c) Ball screw Actuator

Fig. 2. mechanical design

3 Software Architecture

The software architecture of Tinker is shown in Fig.3. It is a well arranged three-
layer model including the Driver Layer, the Logic Layer and the Decision Layer.
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The software system is developed based on Robot Operating System (ROS) [1],
a set of software libraries and tools that help build robot applications. Each of
the module in Fig.3 works as an ROS node, processing the information provided
by the lower layer and pass new message or decision to the higher layer.

The architecture shown in Fig.3 seems more like a open-loop (direct) system.
Actually, the feedback is passively in the system. The top layer make decision
and control the robot to move or make other responses. Thus the robot adjust
its decision with the new environment and the updating information.

Fig. 3. 3-layer model of the software system based on ROS

Layer 1: Driver Layer The driving layer is the most basic layer which obtains
the original information from the sensors, such as image and depth image from
Microsoft Kinect, wave data from microphone. Actually, most of the driver are
provided in ROS. In our software system, we use the open source package instead
of writing by ourselves in consideration of stability and convenience.

Layer 2: Logic Layer The logic layer (functional layer) runs the core algorithm,
processing the original data and turning them into meaningful information of the
surrounding environment. Some of the most important modules include SLAM
(Simultaneously Localization and Mapping), face recognition, object recognition,
object tracking, speech understanding. The following section will give a detail
description about the algorithm and implementation of these modules.

Layer 3: Decision Layer Task planning is done in decision layer. For different
tasks, modules in decision layer run as state machine. They integrate different
information from the low layer to judge the state they are in and then give
different orders or make different responses. Each module deal with a single
task, sharing the common information from the low layer.
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3.1 Simultaneous Localization and Mapping

SLAM is one of the most important algorithms for a mobile autonomous robot,
which enables a robot to navigate and explore in an unknown environment [2].
Mapping requires the robot to record, integrate and update the former informa-
tion it have got about the surroundings while Localization requires the robot to
know the location of itself refer to the estimated environment.

Using a laser range finders (LRFs), we adopted the SLAM package to es-
timate the robot’s location and its surroundings in the form of 2D occupancy
grid map. The raw data from LRFs are collected as the input of the algorith-
m. Features, or landmarks are then extracted from the environment. When the
robot moves around, these features are used to estimate where it moves. It is
called Laser-Scan-Matcher process. However, the estimation of this process is
imprecise and the error accumulates. The GMapping process is adopted, using
an EKF (Extended Kalman Filter) to correct the estimated result. Based on
the final map generated, the robot plans its path and explores the unknown
environment.

We also implemented SLAM using color and depth camera, also called vS-
LAM [3], so that a 3D map can be obtained, which is more precise in complicated
environment.

3.2 Face Recognition

For human-robot interaction, a robot is required to recognize different masters or
guests in home service. We developed a face recognition system with two process:
enrollment and recognition. During the enrollment process, a man is asked to
stand in front of the RGB camera. A face detector based on haar feature from
OpenCV is applied and the detected face will be stored. For a single person, the
system stores 3-5 pictures.

We implemented the face recognition algorithm based on sparse representa-
tion [4]. A redundant dictionary is trained offline using a set of training faces.
The algorithm seeks the most sparse representation coefficient by solving a L1
optimization problem. The residual errors for different classes (persons) tell who
is the unknown person: if the residual error for a specific class, for example,
person A, is smaller than a specified threshold and the errors for other classes
are larger than another specified threshold, the newcoming person is identified
as person A. Fig.4 shows an example of the face recognition result.

3.3 Human Tracking

For human tracking and following, we implemented the TLD (Track-Learning-
Detection) algorithm [5]. TLD was proposed by Zdenek Kalal and is currently
the state-of-art real time tracking algorithm. It combine the traditional tracking
and detection algorithm so that it is more robust in consideration of distortion
and partial occlusions. TLD algorithm consists of three modules as its name
indicated. Tracking module estimate moving direction of the object according
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Fig. 4. face recognition

two the difference between two adjacent frames. Detection module detect the
object in each frame independently. Learning module integrate the results of
the tracking module and detection module to correct the detection errors and
update the features of the target object.

We applied the TLD algorithm to human tracking and following tasks. Before
following, the human partner to be followed will be asked to stand in front of
the RGB camera and the robot will record his/her features. When the human
starts moving around, the robot will track and keep up with him. The robot also
uses the depth information to keep the human at a safe distance.

3.4 Object Recognition

We have developed algorithm for recognizing different kinds of objects. The
object recognizing algorithm is based on SIFT [6] feature matching in RGB
images with a set of pre-stored object samples. Directly applying SIFT matching
algorithm with the whole observed image is quite slow and may result into false
matching.

In our implementation, we make full use of the depth image. We transform the
depth data into point cloud using PCL (Point Cloud Library). On the assumption
that the object are place on the tables or ground or other flat surfaces, we
estimate the maximum best-fitting plane [7]. An object segmentation can be
achieved by clustering the points not on the plane. The SIFT matching process
is done with these regions to determine whether they are target objects.

Fig.5 shows the SIFT matching results. The database are different kinds of
drink bottles.
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Fig. 5. object detection

3.5 Speech Recognition

Natural Language understanding provides a convenient way to interact with a
robot. Currently, we apply the CMU Sphinx package for speech recognition. We
update the keywords database by adding necessary words and phrases for un-
derstanding different orders and compile it into a library file. When the software
recognizes a sequence of specific keywords, the robot interprets one’s intention
and makes corresponding responses.

4 Conclusion

As we have introduced in the above sections, Tinker is our young robot, with
mobile chassis, Ball screw Actuator and a 6-DoF arm and various sensors in-
cluding RGB cameras, depth cameras and laser range finders. We developed,
implemented and adopted algorithms for Simultaneous Localization and Map-
ping, face recognition, human tracking, object recognition and speech recogni-
tion, with which the robot becomes intelligent and is capable for many home
service tasks. As Tinker is young, there are still a lot of things to learn and
improve.
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